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Abstract
Graphene and ionic liquids are promising candidates for electrode materials and electrolytes,
respectively, for modern energy storage devices such as supercapacitors. Understanding the
interactions at the interfacial region between these materials is crucial for optimizing the
overall performance and efficiency of supercapacitors. The interfacial region between
graphene and an imidazolium-based ionic liquid is analyzed in a combined experimental and
computational study. This dual approach reveals that the imidazolium-based cations mostly
orient themselves parallel to the graphene surface due to p–p stacking interaction and form a
primary interfacial layer, which is subsequently capped by a layer of anions from the ionic
liquid. However, it also becomes apparent that the molecular interplay at the interfacial region
is highly influenced by functional group defects on the graphene surface, in particular by
hydroxyl groups.
& 2012 Elsevier Ltd. All rights reserved.

Introduction

The interactions between electrode surfaces and an elec-
trolyte are the crucial phenomena behind most modern
energy storage devices, such as lithium ion batteries and
ultracapacitors. In recent years, graphene (G) has been

recognized as a desirable electrode material owing to its
large surface area and high electronic conductivity [1,2].
Similarly, room temperature ionic liquids (IL) are outstanding
candidates for electrolytes due to their higher electrochemi-
cal and thermal stability combined with low toxicity [3].
Consequently, G–IL based composite materials are reported as
base materials for a variety of applications including ultra-
capacitors, solar cells and chemical sensors [4–8]. This spurred
considerable interest in understanding the G–IL interfacial
region. However, the unique properties of ILs, such as highly
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concentrated ionic charges and the asymmetric nature of the
ions, combined with lesser-known properties of graphene
surfaces result in a complex interfacial region. Recently,
some attempts have been made to understand the interaction
between G and ILs using computational modelling [9–11].
Despite these efforts, the molecular level structure of G–IL
interfacial regions is still unclear due to limitations in
computational methods and lack of experimental studies of
these materials. Most of the experimental work so far is
aimed at demonstrating the respective application, not at
studying the interfacial region of the composite material. In
addition, theoretical studies reported about G–IL interfacial
regions were carried out assuming a perfect defect-free
graphene surface, which is far from practical reality. For
example, cost effective chemical synthesis methods often
lead to the formation of oxygen-containing functional defect
groups such as epoxy (C–O–C), carboxyl (OQC–OH) and
hydroxyl groups (C–OH) on graphene surfaces [12–14]. Hence
it is necessary to study realistic graphene surfaces that
include these functional groups, using theoretical and experi-
mental analysis to explore the graphene–ionic liquid inter-
facial region.

To understand the molecular interaction between the G
and IL, a monolayer of 1-butyl-3-methyl-imidazolium (BMIM+)
trifluoromethanesulfonate (TfO�) on graphene surfaces was
synthesized (hereafter called as G–IL). This IL monolayer
formation enables us to study the molecular level interaction
at the interfacial region between graphene and ionic liquid.
Subsequently, Nuclear Magnetic Resonance (NMR), X-ray
Photoelectron (XPS) and Infrared (FTIR) spectroscopy ana-
lyses on this G–IL material were carried out. These analytical
results are then correlated with molecular models, which
were derived using Density Functional Theory with empirical
dispersion correction (DFT-D3) based methods [15]. This
combined approach yields a clear view about the G–IL
interactions at the interfacial region.

Experimental methods

Materials synthesis

To prepare the G–IL material, 1-butyl-3-methyl-imidazolium
(BMIM+) trifluoromethanesulfonate (TfO�) (99.9% purity;
Sigma-Aldrich) and high purity graphene (the oxygen impur-
ity is about 1% i.e. C/O ratio of 100; Vorbeck Materials) were
used without any further purification. For the synthesis of
the G–IL composite material, 2.23 ml of ionic liquid, i.e.
[BMIM+] (TfO�), is added into 97.77 ml deionized water and
stirred for 4 h at room temperature, then 100 mg of
graphene powder (C/O=100) is added to the solution and
stirred for 15 min. The resulting molar ratio of graphene to
IL is 1:1.2. The solution is then sonicated for 1 h in 1 s pulse
increments using a horn sonicator with a 13 mm tip (Branson
Sonifier 450D, 450 W, 55% amplitude). After sonication, the
black solution is transferred into test tubes and centrifuged
for 10 min at 10,000 rpm. The resulting clear, colorless
supernatant is carefully pipetted off, and the black pre-
cipitate is dried at 60 1C. Any IL molecule not bound or
coordinated to a graphene surface will have been removed
with the supernatant because of the very high solubility of
the IL in water. Overall, the low molar ratio of G to IL

(1:1.2) used in this synthesis and the extreme solubility of IL
in water ensures the formation of an IL monolayer on the
graphene surface. The formation a monolayer coverage of
the few-layer graphene surface with IL is analytically
confirmed by the absence of sharp peaks in 1H and 19F
NMR (which would represents a liquid component with high
rotational freedom, such as residual neat IL; see supple-
mental information). As control experiments, the same
analytical characterization (data not shown) was carried
out on as-received graphene and graphene that had been
sonicated in pure deionized water for 1 h and then worked
up in the same way as the G–IL hybrid material. The absence
of any signals attributable to water in the 1H NMR spectra of
the control samples as well as the spectra of the G–IL
composite material confirm that the samples were comple-
tely dried, and that the presence of water during the
synthesis did not affect the surface of the few-layer
graphene or the interaction between graphene and the
ionic liquid. Furthermore, we can conclude that the water-
based synthesis method will not pose a problem when the
material will be tested in the water-free environment of a
supercapacitor.

Spectroscopic measurements

The 1H and 19F MAS NMR measurements were performed on
a Varian 500 spectrometer (B0=11.7 Tand 1H and 19F Larmor
frequency of 500.1 and 470.5 MHz, respectively) with MAS
at 12 kHz using 4 mm rotors. The 1H and 19F chemical shifts
are referenced with secondary reference of adamantine
(d=1.63 ppm) and aqueous solution sodium trifluoroacetate
(d=�76.5 ppm), respectively. The X-ray Photoelectron Spec-
troscopy (XPS) measurements were performed with a Phi
5000 Versa Probe. This system consists of a monochromatic
focused Al Ka X-ray (1486.7 eV) source and a hemispherical
analyzer. The aliphatic carbon (i.e. C–C bond) C1s peak
position is used as reference at 284.5 eV for charge neu-
tralizer correction in XPS spectra. FTIR spectra of pure Ionic
liquid, graphene and G–IL hybrid material were recorded with
a Nicolet iS10 (Thermo Scientific). The spectra shown were
recorded at a resolution of 1 cm�1 or higher employing a
diamond Smart ITR accessory.

Computational methods

Density functional theory (DFT) based calculations were
carried out using the Amsterdam Density Functional (ADF-
2010) package. The Becke (exchange)+LYP (correlation)
based function with recent dispersion correction (DFT-D3)
is employed for both geometry and NMR chemical shift
calculations [15–18]. All the calculations were carried out
using the TZP (triple Z, single polarization function, all
electron) basis set with the Slater type functional imple-
mented in the ADF program [19]. The organic polyaromatic
compound circumcircumcoronene (C96H24), which is a poly-
cyclic arene compound with hydrogen termination, is used
as starting geometry for the graphene layer [9]. The fully
optimized structure of C96H24 yields C–C and C–H bond
length of 1.42 Å and 1.08 Å, respectively which are in good
agreement with literature reported values. For the G–IL
molecular structure, a single ion pair of the fully optimized
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BMIM TfO molecule is introduced near the center of the
graphene model and optimized without any structural
constraints. During the optimization process as well as in
the final geometry the IL molecule stayed away from the
terminal protons, which shows that any effects from the
terminal protons are minimal in our C96H24 based graphene
model. The adsorption energy (DEobs) was determined as
the difference between the binding energy of the G–IL
hybrid material and the sum of the binding energies of the
graphene and IL.

Results and discussion

Fig. 1 shows the 1H and 19F NMR spectra of the G–IL material
and neat IL measured at room temperature. The 1H spectra
of the neat IL shows 8 sharp peaks (numbered 1–8),

representing different proton environments within the BMIM
cation [20]. In comparison, the 1H MAS spectra of G–IL
differs in two aspects, namely significant line broadening
and a general peak shift (ca. 1 ppm) towards lower fre-
quency. The observed line broadening under high MAS
measurements (see supplemental information) mainly arises
from the anisotropic magnetic susceptibility (AMS) effect
[21]. In general, the AMS induced line width represents a
superposition of different chemical shifts that directly
relates to the heterogeneity of the molecular structure in
the sample. Hence, the observed line broadening suggests a
distribution of BMIM molecular structures at the G–IL inter-
face. Similarly, the 1H peak shifts can be explained based on
the effect of the ring current arising from the aromaticity of
the graphene layers [22]. According to the aromatic ring
chemical shielding (ARCS) theory [23], the isotropic chemi-
cal shielding of an atom greatly depends on the radius of the

Fig. 2 (a) C1s region in the XPS spectra of the neat IL (bottom), pure graphene (middle) and the G–IL composite material (top).
(b) Adsorption energy of an IL molecule absorbed on pure grapheme (left) and graphene with different oxygen-containing functional
groups; calculated from BLYP-D3 level DFT theory.

Fig. 1 (a) 1H and (b) 19F MAS NMR spectra of IL and the G–IL material, measured with 12 kHz spinning speed at a magnetic field of
11.7 T. Chemical shifts calculated from DFT-D3 based models are indicated as vertical lines for comparison.
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ring current loop and the perpendicular distance of atom
from the loop center i.e.,

s zð Þ ¼�
m0
2

@IRing
@Bext

R2

z2þR2
� �3=2 ð1Þ

where R is the radius of the current loop, z is the perpendi-
cular distance from the loop center, s(z) is the z-dependence
of the isotropic nuclear magnetic shielding function, and B is
the applied magnetic field. This implies that the proton
chemical shift will depend on two major factors, namely the
distance and the orientation of a proton with respect to the
aromatic ring and the strength and radius of the aromatic
ring current originate from both graphene and imidazolium.
Therefore, 1H peak shift can provide an insight about the
distance between BMIM cations and graphene layers (i.e.
interfacial separation), provided the graphene ring current is
known. However the knowledge about the aromatic ring
current in layered graphene is limited and known to depend
on structural defects in graphene [24]. To overcome this
drawback, DFT-D3 theory based models can be employed to
understand the molecular structure and orientation of IL
molecules on a graphene surface in the presence of func-
tional group defects.

As a first step, any functional groups, possibly present as
defects on the graphene surface, are identified by using XPS
spectroscopy. Fig. 2(a) shows the XPS spectrum in the C1s
region of pure IL, pure graphene (G) and the G–IL composite
material. Both, the G and G–IL samples show that three
major oxygen-containing functional groups are present on
the graphene surface, namely hydroxyl groups (OH), car-
boxyl groups (COOH) and epoxy groups (C–O–C). This is
corroborated by XPS spectra of the O1s region for the res-
pective samples (see supplemental information). Analytical
curve fitting of these spectra gave a relative concentration
of each defect group: epoxy groups (o2%), hydroxyl groups
(�8%) and carboxyl groups (o2%). The molecular structure
of the G–IL interfacial region with these oxygen containing
functional group is computed using ADF 2010 package [25]
with the BLYP-D3 function and all-electron TZP basis set.
The adsorption energy for an IL molecule on the graphene
surface containing each functional group, respectively, is
calculated and shown in Fig. 2(b). The comparison of these
adsorption energies reveals that graphene with any type of
defect group on the surface possesses a relatively lower
energy (up to 10 kcal/mol) than pure graphene without any
surface defects. This means that the adsorption of IL
molecules near an oxygen containing group is more favor-
able than adsorption on defect-free graphene. These results

highlight the importance of the surface functional groups on
G–IL interfacial interactions. The next step is to validate
these models by comparing with observed NMR chemical
shifts. The hydroxyl (OH�) group is the dominant surface
defect group (�8%) in both pure graphene and G–IL material
as evident from C1s and O1s XPS spectra and consequently
only hydroxyl group defects will be considered for further
analysis. To understand the effect OH� groups have on G–IL
interactions both defect-free and OH� containing graphene
surfaces were considered in the computational study. The
computed structures with defect-free graphene (Model-A)
or a hydroxyl group containing graphene (Model-B) show
that the BMIM cation orients itself parallel to the graphene
surface with the butyl chain folded away from the graphene
layer (Fig. 3). The distance between the BMIM molecule and
the graphene layer is about 3.5 Å (from nitrogen) for both
Model-A and B, which is similar to a graphite layer separa-
tion of �3.2 Å. This indicates the adsorption of the BMIM
cation is mainly driven by the p–p stacking interaction
between the imidazolium ring and graphene. The TfO�

anion, however, is located �3.5 Å from the defect-free
graphene surface (from sulfur) in Model-A, but realigns
itself by moving away from the graphene surface, increasing
the interfacial separation to �5.2 Å, in Model-B. This
confirms that the presence of hydroxyl group on the
graphene surface increases the negative charge of the
graphene layer and thereby causes electrostatic repulsion
of the TfO� anion. Now we can validate these models with
experimental results and derive the molecular structure at
the G–IL interface.

The 1H chemical shifts for the BMIM cation in both models
are calculated using the NMR module included in the ADF
package. The calculation shows that the 1H peaks shift as much
as 6 ppm and 4 ppm towards lower frequency (in comparison
with the pure IL spectra) for Model-A and Model-B, respectively
(Fig. 1a). It is clear that the current DFT model overestimates
the chemical shift values compared with experimental values.
This is not surprising considering that the chemical shifts
calculated by DFT models has inherent errors associated with
the choice of electron basis sets and level of theory used in the
calculations. In addition, these calculations are carried out for
motionless molecule whereas the experimental NMR spectra
are influenced by vibrational and other dynamics of the
molecule [26]. Hence more attention should be paid to the
trends in the DFT calculated d values between the compounds
rather than to their actual values. Considering this inherent
restriction in DFT based chemical shift calculations, our DFT
models predict the trend and direction of the chemical shift
towards lower frequency fairly well, as evidenced by

Model-B Model-A 

Fig. 3 DFT computed models for an IL molecule close to a pure graphene layer (Model-A) and graphene with a hydroxyl group
(Model-B) using BLYP-D3 level theory and TZP (all electron) basis set. The carbon, oxygen, nitrogen, fluorine, sulfate and proton
atoms are represented as gray, red, blue, green, yellow and white spheres, respectively.
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comparison with the observed shifts in the NMR experiments. In
particular, the model for graphene with an OH� group (Model-
B) is closer to the experimental result since it closely
represents our G–IL material, where OH� groups are dominant.
This result clearly shows that interaction between graphene
and ILs is influenced by functional groups on the graphene
surface. Another major result from DFT modeling is that the
extent of 1H peak shift induced by aromatic ring currents
greatly depends on the position of the respective atom relative
to graphene. This is also in accordance with the ARCS theory
discussed earlier. Hence, the experimentally observed NMR
peak shift can provide an insight about the IL molecule position
with respect to the graphene layer.

Now we can extend this result to analyze the interfacial
separation of TfO anion’s from graphene. For this, the 19F MAS
NMR spectra of the G–IL composite was recorded (Fig. 1b),
which shows no significant peak shift (o0.1 ppm) relative to
the neat IL. On the other hand, the DFT models A and B
predicted a 19F shift of 6 ppm and 3.5 ppm, respectively,
towards lower frequency. Again these calculated 19F shifts
clearly depend on the degree of interfacial separation between
fluorine and grapheme, which is similar to the 1H NMR data.
Hence the absence of a significant 19F shift in the spectra of the
G–IL material indicates that the effect of the aromatic ring
current from graphene on the TfO� anion is small. This implies
that the TfO� anion is further away from graphene compared
with the BMIM cation. This result agrees with the structure in
our Model-B, where the anion moves further away due to the
presence of negatively charged hydroxyl groups on the gra-
phene surface. But the interfacial separation of the anion in our
G–IL samples might be even higher than the value predicted in
Model-B possibly due to the presence of other functional groups
such as epoxy and carboxyl groups in our G–IL material.

To further study the G–IL interfacial region, XPS measure-
ments were carried out and the C1s and O1s are the typical
region used to identify different chemical environments

in Graphene and/or IL compounds. Both C1s and O1s regions
shows the presence of hydroxyl, carboxyl and epoxy functional
groups in our G–IL material. However the severe overlap
of peaks and poor resolution of binding energies restricted
a detailed analysis of these regions (see supplemental
information). Therefore we focused on the N1s and F1s
regions, which can provide information about the BMIM cations
and TfO� anions, respectively. The N1s peak of the G–IL
material shows no significant change in binding energy
(o0.1 eV), but a reasonable broadening (�0.3 eV) compared
with the neat IL spectrum (Fig. 4). The broadening of N1s peak
of G–IL suggests that the delocalized p electrons in the
imidazolium ring are affected due to its interaction with the
graphene layers. Such interaction implies significant p–p
stacking of the imidazolium ring and graphene. This result
validates the parallel alignment of the BMIM cation due to the
p- stacking effect discussed in our computational models. In
contrast, the F1s peak of G–IL is similar to neat IL spectra both
in terms of binding energy and line broadening (Fig. 4b). This
indicates that, unlike the BMIM cations, the TfO� anions of the
IL are not affected by the delocalized p electrons from the
graphene layers, possibly due to its remoteness from graphene
surfaces. These results agree well with our NMR and computa-
tional results discussed earlier.

Since we have established, that the anion stays further
away from the graphene layer, FTIR analysis focusing on the
SO3 related vibration is best suited to shed light onto the
anion’s chemical environment. Fig. 4c Model B shows FTIR
spectra of the neat IL and the G–IL material in the region
from 900–1400 cm�1 where vibration peaks originating from
the TfO anion are expected (see supplemental information).
For example the nas(SO3) asymmetric vibration is observed
at 1264 cm�1 (vs) and 1276 cm�1 (sh), whereas the sym-
metric vibration ns(SO3), is observed at 1031 cm�1 (vs). It is
well known that both asymmetric and symmetric vibrations
are sensitive to cation and anion electrostatic interaction in

Fig. 4 (a) F1s region, (b) N1s region in XPS spectra of the neat IL (dotted line) and the G–IL material (full line) and (c) FTIR spectra
of the neat IL and the G–IL material.
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ILs [27]. Interestingly, for the G–IL material the location of
both vibrations is very similar to the neat IL, which indicates
the BMIM cation and TfO� anion interaction is prevalent
even in G–IL composite materials. Combining these results,
we conclude that BMIM cations prefer a closer, parallel
orientation to the graphene and form a primary interfacial
layer, whereas the anions will stay close to this layer of
cations and form a secondary layer, which is in accordance
with recent molecular dynamics result [11].

Conclusion

The complex interfacial region between graphene and ionic
liquid is analyzed by NMR, XPS and FTIR spectroscopy and
the data are correlated with results from dispersion cor-
rected DFT calculations. The insights gained about the
effect of oxygen containing functional groups on the G–IL
interfacial region can be summarized as follows:

1. The IL molecules, in particular the cations are more
likely to get adsorbed near the oxygen containing func-
tional groups (such as hydroxyl) on graphene surface due
to relatively lower absorption energy associated with
electrostatic attraction.

2. BMIM cations can interact with functional groups on the
graphene surface just as they interact with regions of
defect-free graphene; on the other hand, TfO� anions
are repelled by negatively charged functional groups on
the graphene surface.

3. BMIM cations orient themselves parallel to the graphene
layer due to p–p stacking interaction and form a primary
interfacial layer, which is subsequently capped by a layer
of TfO� anions.

4. The ionic liquid molecule, i.e. both BMIM cations and TfO�

anions, might exhibit a distribution of molecular orienta-
tions near the functional groups on graphene surface.

Our results highlight the influence of hydroxyl groups on G–IL
interfacial interactions. For the first time molecular-level
experimental observations about the interfacial region in G–IL
composites have been correlated with and validated by DFT-
based calculations. However, we would like to emphasise that
the model used in this study considers only a single hydroxyl
group and more detailed studies with clusters of functional
groups and multiple IL molecules are needed for an even
deeper understanding of the G–IL interfacial region.
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